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seq.1 Examples of Derivations

Example seq.1. Give an LK-derivation for the sequent ¢ A ¢ = ¢.
We begin by writing the desired end-sequent at the bottom of the derivation.

PANY = p

Next, we need to figure out what kind of inference could have a lower sequent
of this form. This could be a structural rule, but it is a good idea to start by
looking for a logical rule. The only logical connective occurring in the lower
sequent is A, so we're looking for an A rule, and since the A symbol occurs in
the antecedent, we're looking at the AL rule.

—— AL
PAY = @

There are two options for what could have been the upper sequent of the AL
inference: we could have an upper sequent of ¢ = ¢, or of ¥» = . Clearly,
¢ = ¢ is an initial sequent (which is a good thing), while ¢y = ¢ is not
derivable in general. We fill in the upper sequent:

=
PNy = @

We now have a correct LK-derivation of the sequent o A ¢ = ¢.

AL

Example seq.2. Give an LK-derivation for the sequent —p V¢ = ¢ — ).
Begin by writing the desired end-sequent at the bottom of the derivation.

eV = o=

To find a logical rule that could give us this end-sequent, we look at the logical
connectives in the end-sequent: —, V, and —. We only care at the moment
about V and — because they are main operators of sentences in the end-sequent,
while — is inside the scope of another connective, so we will take care of it later.
Our options for logical rules for the final inference are therefore the VL rule
and the —R rule. We could pick either rule, really, but let’s pick the —R rule
(if for no reason other than it allows us to put off splitting into two branches).
According to the form of —R inferences which can yield the lower sequent, this
must look like:

o, VY =
VY = o=
If we move —p V ¥ to the outside of the antecedent, we can apply the VL

rule. According to the schema, this must split into two upper sequents as
follows:

—R
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o= Y=y
VL
oV, = 9 XR
w, 7V 1/} = ’(/}
VY = o=
Remember that we are trying to wind our way up to initial sequents; we seem
to be pretty close! The right branch is just one weakening and one exchange
away from an initial sequent and then it is done:

=
V=Y WL
oY = P
XL
o =Y Y =
VL
eVYe = Y p
o, o VY = 4
oVY = =Y
Now looking at the left branch, the only logical connective in any sentence
is the = symbol in the antecedent sentences, so we're looking at an instance of
the —L rule.

—R

—R

=
Y =9 WL
Y =P, e, = 1
= XL
0 = Vo =Y
VL
pVY, o = Y XR
o, VY =
VY = o=
Similarly to how we finished off the right branch, we are just one weakening
and one exchange away from finishing off this left branch as well.

—R

=
——T WR
© = 0,9 Y =
R LD ¢ — = WL
=P, 0, = P
_ ], XL
P, = P v, = P
VL
oV, = Y
XR
o,V = ¢
—R

eV = o=

Example seq.3. Give an LK-derivation of the sequent —¢ V =) = = (¢ A 1)
Using the techniques from above, we start by writing the desired end-
sequent at the bottom.

—p VY = (e A1)

The available main connectives of sentences in the end-sequent are the V symbol
and the — symbol. It would work to apply either the VL or the =R rule here,
but we start with the =R rule because it avoids splitting up into two branches
for a moment:

2 proving-things rev: bfod685 (2018-03-31) by OLP / CC-BY


https://github.com/OpenLogicProject/OpenLogic
https://github.com/OpenLogicProject/OpenLogic/commits/master
http://openlogicproject.org/
http://creativecommons.org/licenses/by/4.0/

CAY,mpV ) =
VY = (e AY)

Now we have a choice of whether to look at the AL or the VL rule. Let’s see
what happens when we apply the AL rule: we have a choice to start with either
the sequent ¢, —¢ V1 =  or the sequent ¥, = V¢ = . Since the proof is
symmetric with regards to ¢ and 1, let’s go with the former:

-R

0,V =
PN,V ) =
VY = =(pAY)

Continuing to fill in the derivation, we see that we run into a problem:

AL

-R

?
=0 =9 0
=g o= L o=
VL
—p V), =
w,mp V- = XL
: AL

SDAl/J?ﬁSO\/ﬂ/) =
VY = (e A1)

The top of the right branch cannot be reduced any further, and it cannot be
brought by way of structural inferences to an initial sequent, so this is not the
right path to take. So clearly, it was a mistake to apply the AL rule above.
Going back to what we had before and carrying out the VL rule instead, we
get

-R

0, o N = ), o N =
VL
oV, o AN = XL
PN,V ) = R

oV = =(pAY)

Completing each branch as we’ve done before, we get

o = ¢ Y =9
PAY = @ _ eANY = Y
P, pANY = -, p AN =
oV Y, p N =
CAY, =V ) =
Vo = (e A)

VL
XL

-R

(We could have carried out the A rules lower than the — rules in these steps
and still obtained a correct derivation).
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Example seq.4. So far we haven’t used the contraction rule, but it is some-
times required. Here’s an example where that happens. Suppose we want to
prove = AV —p. Applying VR backwards would give us one of these two
derivations:

—_— Y =

= —
— 7 R = R
= PV e = ,v-p VR

Neither of these of course ends in an initial sequent. The trick is to realize
that the contraction rule allows us to combine two copies of a sentence into
one—and when we’re searching for a proof, i.e., going from bottom to top, we
can keep a copy of ¢ V -y in the premise, e.g.,

= oV,
= Vg, oV p g‘{
= @V p

Now we can apply VR a second time, and also get —p, which leads to a complete
derivation.
Y=
el o VR
=,V p XR
= @V e,
= PV P,V e
= @V

VR
CR

Problem seq.1. Give derivations of the following sequents:
L = =(p—=9) = (9 A1)

2. (pANY) = x=(p—=x) V(¥ —=x)
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